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DESIGN AND DEVELOPMENT OF A SINGLE ROUTER DECIMETER

LEVEL INDOOR LOCALISATION SYSTEM

Abstract

This Thesis presents the design and implementation of a CSI Fingerprinting based In-

door Localisation system with a resolution of 10 cm using a single off-the-shelf router

and a Raspberry Pi 3B+, using no special hardware requirements or hardware modifica-

tions. A De-Noising procedure to filter noise from CSI and use temporal-data-fusion to

improve accuracy to above 99.90%. Our experiments in both Line-of-Sight and Non-

Line-of-Sight have shown a mean error of 3.5 cm at a 10 cm resolution.
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CHAPTER 1

INTRODUCTION

Outdoor localisation systems like GPS (Global Positioning System) have had a pro-

found impact on the World, allowing technologies ranging from Navigation to self-

driving cars, and trans-continental flights that can operate without having to rely on

landmarks. A similarly impactful indoor counterpart doesn’t exist yet because of the

challenging Radio-Environment indoor locations present, and the complexity and re-

quirements of existing Indoor Localisation systems. While GPS enjoys of Line-of-Sight

signal availability, and virtually absent multipath effect, indoor systems are challenged

by Multipath effect, Fading, and Shadowing. This Thesis describes a method of indoor

localisation by turning these very challenges into advantages, and using them to localise

with a single commodity off-the-shelf router indoors.

This Thesis uses a localisation technique called Fingerprinting. Localisation based

on Fingerprinting consists of two phases: Online and Offline. The Online phase is also

called the Training Phase, and includes collecting measurements at various points at

the localisation site. Offline phase is also called Test Phase, and includes finding the

location of a device whose location is unknown, by making measurements again and

comparing them to measurements taken during the online phase.

Traditionally, Fingerprinting based Localisation has been done using RSSI (Re-
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ceived Signal Strength Indication). RSSI is an estimation of how good the wireless

link between the Device and the Access Point is, and roughly correlates with the dis-

tance between them. Although this is easy to do, techniques using RSSI have acheived

a poor accuracy because of the unstability of RSSI, with their median accuracy rang-

ing from 2-4 metres. Alternatively, CSI (Channel State Information) can be used for

Fingerprinting. CSI is the frequency response of the channel between Access Point and

Device [1]. DeepFi [1] uses CSI and Deep Learning to acheive a mean error of 94 cm.

Please refer to Chapter 2 for a more detailed survey of related work.

The main contribution of this Thesis is a localisation system that uses WiFi CSI Fin-

gerprinting to acheive an indoor localisation resolution of 10 cm with a mean error of

3.50 cm using a single off-the-shelf WiFi router and a Raspberry Pi3B+. No modifica-

tions to the Hardware are required for our method to work. We use two techniques to

acheive this accuracy:

1.1 A CSI De-Noising Algorithm

CSI data is sensitive to movement in the Environment, and this noise reduces local-

isation accuracy. We use data from multiple CSI samples to create a new CSI sample

free of noise, and use it for localisation.

1.2 Data Fusion to improve accuracy

We predict location several times a second, and use the data from those predictions

to create a new, much more accurate prediction.

The Denoising Algorithm is presented in Chapter 3.3.3 and the Data Fusion tech-

nique is described in Chapter 4.
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CHAPTER 2

REVIEW OF RELATED LITERATURE

The research into Indoor Localisation Systems has produced several techniques, in-

cluding localisation based on Angle of Arrival (AoA), Time of Flight (ToF), and Fin-

gerprinting. A significant part of the literature review in this Thesis has been adapted

from the same section in SpotFi [2].

2.1 Angle of Arrival

Localisation is acheived by triangulating device location using Angle of Arrival be-

tween device and router calculated using multipath signals [3–9]. AoA based systems

use multiple antennas [3] or moving antennas [5] to measure angle. SpotFi acheives the

best known resolution at 40 cm [2].

SpotFi [2] uses a super-resolution algorithm to compute Angle of Arrival accurately

and acheives a median accuracy of 40 cm, but needs atleast 3 antennas, and has been im-

plemented only on an Intel 5300 WiFi Network Interface Card. The Intel chip can only

operate at 20MHz bandwidth, supports WiFi technologies only upto IEEE 802.11n, and

cannot use Wireless Access Points that use encryption for localisation.
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2.2 Time based

Best known accuracy obtained from a Time Based system that doesn’t need time

synchronisation between Access Point and Device is 2 meters [10–12].

Distance between the Access Point and the Device can be calculated by multiplying

the Time of Flight between them, and the speed of light. This distance can be used to

triangulate the position of the Device. Pinpoint, and other techniques acheive results in

the range of a few metres [8, 10–14].

Synchronicity [15], Sourcesync [16], and others [17–20] synchronise the clock be-

tween the Device and the Access Point and apply super resolution algorithms to obtain a

more accurate ToF. SI-JADE [21], and others [22–25] combine AoA and ToA estimates

to improve accuracy. The papers by Picheral [26], and others [27–30] test the same idea

in simulation.

2.3 Fingerprinting based

Fingerprinting based techniques maintain a database of measurements a quantity at

points of interest, like Magnetism, or RSSI, or CSI and use that to find location.

Zee [31], SurroundSense [32] Centaur [33], Horus [33], and others [34–38] use

Fingerprinting for localisation. Horus provides the best known accuracy with a median

error of 60 cm, and a tail accuracy around 1.3 m.
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CHAPTER 3

SYSTEM DESIGN AND METHODOLOGY

3.1 Device Setup

3.1.1 Raspberry Pi

A Raspberry Pi 3B+ / or a Raspberry Pi 4B can be used for localisation. We used

a Raspberry Pi 3B+ because of it’s lower power requirements and more widespread

availability and adoption at the time of writing. No additional antennas or wireless

equipment other that what was built into the Raspberry Pi 3B+ was used for collecting

CSI data.

The default Broadcomm firmware doesn’t allow modifications and collection of CSI

data. A C-based firmware patching framework Nexmon [39, 40] was used to patch

Nexmon CSI [41] firmware to enable CSI collection.

Although Nexmon supports CSI collection while connected to a Wireless Access

Point, we disconnected the Raspberry Pi from Wireless Access Points to prevent any

potential interference. The Raspberry Pi was controlled over an Ethernet link instead.

The Ethernet link was also used to provide power to the Raspberry pi using a Raspberry

Pi Power over Ethernet HAT.
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At the time of this writing, there exist a few Null pointer Dereferences and other

issues in Nexmon CSI that lead to Firmware Traps. This leads to CSI collection stalling,

and needs a reboot to continue collection. An unmerged fix [42] by Mikhail Zakharov

was manually added to correct this behaviour.

Nexmon CSI embeds the CSI data into a UDP stream which can be collected by a

utility like TCPdump.

The Raspberry Pi was fixed atop a wooden pedestal to maintain a 30 cm clearance

above the floor, and to keep it immobile while collecting data. The pedestal can be seen

in Figure FC3.1. An Aluminium stand made of extruded beams, as seen in Figure FC3.2

was also tested and gave good results. When the CSI collection device is too close to

a flat surface, reflections of Radio waves from that surface don’t reach the device. So

a clearance from the floor is theorised to help increase the variance of CSI samples

collected and improve accuracy.
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(a) Pedestal Top View

(b) Pedestal Side View

Figure FC3.1: Picture of the wooden pedestal with a Raspberry Pi 3B+ fixed on top. The Raspberry Pi
is encased in a 3D printed plastic case and has a Power over Ethernet Hat on top.



8

Figure FC3.2: Picture of an Aluminium stand made from Makerbeam extruded Aluminium beams.
The Raspberry Pi is fixed at the top, while a Power Bank used to power is secured at the bottom. The
Raspberry Pi is encased when using this stand to prevent Electrical Short-circuits as it’s backed against
metal.
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3.1.2 Wireless Access Point

Any Wireless Access Point with support for 802.11ac is suitable. We used a TP-link

Archer C20 set to operate in channel 36 at a maximum bandwith of 40 MHz. Access

Points created with the WiFi Hotspot feature in Cellphones may not be suitable for

localisation. Tests with a OnePlus 7T operating as an Access Point show increased

noise in CSI data considerably lower localisation accuracy.

3.2 Collecting CSI

CSI data was collected at two locations, a Line-of-Sight location named los-a, and a

Non-Line-of-Sight location named nlos-b. A Raspberry Pi 3B+ device was used to col-

lect CSI data from a TP-link Archer C20 802.11ac compatible Access Point operating

at 40MHz bandwidth on 802.11ac Channel 36.

12000 samples of CSI data was collected at each of the 100 locations spaced 10

cm apart at los-a, and at 18 locations spaced 10 cm apart at nlos-b. The Raspberry Pi

was fixed atop a wooden pedestal while collecting data, to maintain a clearance above

ground. Photos of locations los-a and nlos-b are in Figure FC3.3 and Figure FC3.4

respectively.

A laptop was used to generate WiFi traffic so that CSI can be measured. While pas-

sive Wireless traffic exists at all times around a Wireless AP, it is slow, and sometimes

occupies only 20MHz of the available 40MHz bandwidth. A graphic depicting CSI

collection is in Figure FC3.5.

No additional equipment other than what’s built-in to Raspberry Pi is used for the

collection of CSI. The wpa-supplicant linux module was removed to prevent any po-

tential interference with CSI collection. The Raspberry Pi stays disconnected from any
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Figure FC3.3: Picture of Line of Sight site A: los-a.

WiFi Access Points, and was controlled over an Ethernet connection.
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Figure FC3.4: Picture of Non Line of Sight site B: nlos-b.
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Figure FC3.5: Graphic depicting CSI collection. Wireless traffic is generated as the User Device accesses
the network, the Raspberry Pi measures the CSI data for this traffic.
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3.3 Preprocessing CSI

3.3.1 Reading CSI from pcap files

CSI data from Nexmon is calculated from both I&Q components, and as such exists

as a Complex-128 number in a pcap file. A custom Python script was used to read CSI

values, calculate the magnitude, and typecast it to Float32. Phase information in CSI

was not used for localisation.

3.3.2 Removing unwanted subcarriers

Subcarriers -64, -63, -62, -61, -60, -59, -1, 0, 1, 59, 60, 61, 62, 63 of a 801.11ac

40MHz WiFi link are called Null-Subcarriers, and have arbitrary CSI values. These

are useful for Wireless Coexistence, but are not useable for localisation. Similarly,

Subcarriers 11, 25, 53, -11, -25, -53 are Pilot subcarriers used to control the Wireless

link. We remove both these sets of Subcarriers from our CSI data. An image of CSI

data after removing these subcarriers is in Figure FC3.6
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Figure FC3.6: CSI data after removing Null and Pilot Subcarriers at Line of Sight location (0, 0).

3.3.3 Noise Reduction

Further, for every sample, subcarriers with Magnitude greater than 4000 are consid-

ered noise and were made equal to 0.

CSI data is sensitive to movement in the environment, and such noise will affect

localisation accuracy. At each location, an average CSI value is calculated, and 1/3rd

of the samples that are furthest from this mean are considered noise and are removed.

From the remaining 2/3rd samples, every 4 samples are averaged. Since we collected

12000 samples at each location, after processing, we have 2000 samples per location.

An image of CSI data after noise reduction is in Figure FC3.7. The decision to average

every 4 consecutive samples was arrived at heuristically. According to our experiments,

the least number of samples to be averaged for a reasonably noise-less CSI is 4. Using

a higher number of samples may increase the prediction accuracy, but will also increase

the number of CSI samples needed to localise.
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Figure FC3.7: CSI data after noise reduction at Line of Sight location (0, 0).

3.3.4 Normalisation

Classification algorithms like Support Vector Classifier recommend normalisation of

data by shifting the Mean to 0, and scaling the data to have a unit variance, but we found

that such a normalisation substantially reduces localisation accuracy. No normalisation

was done on the dataset.

3.4 Localising with CSI

Four Classification algorithms from Python Scikit-learn library were used for locali-

sation: Gaussian Naive Bayes Classifier, Support Vector Classifier, Decision Tree Clas-

sifier, Random Forest Classifier. Classification accuracies were measured at 3 localisa-

tion resolutions: 10 cm, 20 cm, 40 cm. Classification accuracy with no noise-reduction

was also measured for all cases except Line of Sight with 10 cm resolution.
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All the Classifiers use the default Hyperparamters as of Scikit-learn version 0.23.1,

but Hyperparamters for each of the Classification algorithms are furnished below for

reproducibility.

• Gaussian Naive Bayes Classifier

– Smoothening = 1e-9

• Support Vector Classifier

– Regularisation Parameter - C = 1.0

– Kernel = Radial Basis Function ’rbf’

– Kernel Coefficient - gamma = ’scale’

– Tolerance = 1e-3

• Decision Tree Classifier

– Split Critereon = ’gini’

• Random Forest Classifier

– Number of Estimators = 20

– Split Critereon = ’gini’
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CHAPTER 4

RESULTS

Classification accuracies and Mean Distance Errors for Gaussian Naive Bayes, Sup-

port Vector, Decision Tree, and Random Forest Classifiers were measured in both Line-

of-Sight and Non-Line-of-Sight scenarios, at resolutions of 10 cm, 20 cm, and 40 cm,

with and without noise reduction.

Table TC4.1 shows the Classification Accuracies for Gaussian Naive Bayes, Support

Vector, Decision Tree, and Random Forest Classifiers, in Line-of-Sight and Non-Line-

of-Sight scenarios, with and without Noise Reduction at a resolution of 10 cm.

Table TC4.2 shows the Mean Distance Error in Centimetre for Gaussian Naive

Bayes, Support Vector, Decision Tree, and Random Forest Classifiers, in Line-of-Sight

and Non-Line-of-Sight scenarios, with and without Noise Reduction at a resolution of

10 cm.

Table TC4.3 shows the Classification Accuracies for Gaussian Naive Bayes, Support

Vector, Decision Tree, and Random Forest Classifiers, in Line-of-Sight and Non-Line-

of-Sight scenarios, with and without Noise Reduction at a resolution of 20 cm.

Table TC4.4 shows the Mean Distance Error in Centimetre for Gaussian Naive

Bayes, Support Vector, Decision Tree, and Random Forest Classifiers, in Line-of-Sight

and Non-Line-of-Sight scenarios, with and without Noise Reduction at a resolution of
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20 cm.

Table TC4.5 shows the Classification Accuracies for Gaussian Naive Bayes, Support

Vector, Decision Tree, and Random Forest Classifiers, in Line-of-Sight and Non-Line-

of-Sight scenarios, with and without Noise Reduction at a resolution of 40 cm.

Table TC4.6 shows the Mean Distance Error in Centimetre for Gaussian Naive

Bayes, Support Vector, Decision Tree, and Random Forest Classifiers, in Line-of-Sight

and Non-Line-of-Sight scenarios, with and without Noise Reduction at a resolution of

40 cm.

Table TC4.1: Classification Accuracy in percentage for 10 cm resolution

Classification Accuracy in percentage for 10 cm resolution
Classifier LOS LOS unfiltered NLOS NLOS unfiltered
NBC 71.17% N/A 90.90% 76.16%
SVC 92.73% N/A 98.71% 95.50%
DTC 86.33% N/A 96.46% 91.68%
RFC 93.15% N/A 98.01% 94.10%
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Table TC4.2: Mean Error in Centimetre for 10 cm resolution

Mean Error in Centimetre for 10 cm resolution
Classifier LOS LOS unfiltered NLOS NLOS unfiltered
NBC 13.80 cm N/A 2.24 cm 8.16 cm
SVC 3.43 cm N/A 0.42 cm 1.18 cm
DTC 6.53 cm N/A 1.27 cm 2.46 cm
RFC 3.18 cm N/A 0.65 cm 1.54 cm

Table TC4.3: Classification Accuracy in percentage for 20 cm resolution

Classification Accuracy in percentage for 20 cm resolution
Classifier LOS LOS unfiltered NLOS NLOS unfiltered
NBC 85.78% 26.80% 95.10% 77.19%
SVC 98.70% 96.11% 98.50% 96.60%
DTC 97.04% 95.44% 95.83% 92.51%
RFC 98.95% 98.02% 97.29% 94.55%

Table TC4.4: Mean Error in Centimetre for 20 cm resolution

Mean Error in Centimetre for 20cm resolution
Classifier LOS LOS unfiltered NLOS NLOS unfiltered
NBC 7.57 cm 36.49 cm 2.01 cm 7.99 cm
SVC 0.79 cm 1.88 cm 0.49 cm 0.96 cm
DTC 1.59 cm 2.37 cm 1.62 cm 2.40 cm
RFC 0.53 cm 0.97 cm 1.01 m 1.56 cm

Table TC4.5: Classification Accuracy in percentage for 40 cm resolution

Classification Accuracy in percentage for 40 cm resolution
Classifier LOS LOS unfiltered NLOS NLOS unfiltered
NBC 97.14% 29.82% 85.70% 96.00%
SVC 98.56% 97.73% 98.09% 95.81%
DTC 98.58% 97.58% 96.59% 92.38%
RFC 99.53% 98.88% 97.47% 92.25%

Table TC4.6: Mean Error in Centimetre for 40 cm resolution

Mean Error in Centimetre for 40 cm resolution
Classifier LOS LOS unfiltered NLOS NLOS unfiltered
NBC 2.00 cm 44.90 cm 5.72 cm 1.60 cm
SVC 1.06 cm 1.50 cm 0.77 cm 1.68 cm
DTC 0.99 cm 1.57 cm 1.38 cm 3.05 cm
RFC 0.27 cm 0.72 cm 1.02 cm 3.10 cm
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We find that the performance is similar in both Line-of-Sight and Non-Line-of-Sight

scenarios. Support Vector Classifier and Random Forest Classifier are consistently the

highest performers. Accuracy of the Naive Bayes Classifier improved significantly with

the noise-reduction procedure described in Chapter 3.3.3.

To further improve accuracy, localisation can be performed 5 times, and the ma-

jority prediction among the five predictions can be picked as the final prediction. The

improved accuracy with this technique can be calculated with Equation Eqn 4.1.

p f inal = 1− ((1−Pc)
3 ∗P2

c +(1−Pc)
4 ∗P1

c +(1−Pc)
5 ∗P0

c ) (Eqn 4.1)

where:

Pc = Initial probability of correct Location Classification.

Pf inal = Post Data-Fusion probability of correct Location Classification.

Figure FC4.1 shows the relationship between Classification Accuracy and Improved

Accuracy by combining 5 predictions. The Final Accuracy is above 99.90% for all

Classification Accuracies above 90%.
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Figure FC4.1: Relationship between Classification Accuracy and Improved Accuracy by combining 5
predictions.
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CHAPTER 5

CONCLUSIONS

We have successfully localised a Raspberry Pi 3B+ with no hardware modifications

or additional hardware with a precision of 10 cm using a single off-the-shelf WiFi Ac-

cess Point. The Nexmon CSI framework supports more devices like Raspberry Pi 4B,

Nexus 5, Nexus 6P, and Asus RT-AC86U. We hope that more chips allow collection

of CSI data, and with emergence of simple but accurate techniques like this, Indoor

Localisation becomes ubiquitous.

Time of Flight, and RSSI fingerprinting techniques require multiple Access Points to

operate. Similarly, Angle of Arrival techniques need multiple antennas to compute the

angle. Our ability to localise accurately with a single router is because of the multipath

effect, which makes the channel response unique at each location, and creates a distinct

fingerprint.
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APPENDIX A

COMPUTER CODE

1 from pathlib import Path

2 import numpy as np

3 from joblib import dump

4 from sklearn.svm import SVC

5 from sklearn.naive_bayes import GaussianNB

6 from sklearn.tree import DecisionTreeClassifier

7 from sklearn.ensemble import RandomForestClassifier

8 from sklearn.ensemble import AdaBoostClassifier

9 from sklearn.metrics import plot_confusion_matrix

10 import matplotlib.pyplot as plt

11 from lib import hdf

12 import config

13

14 def mean_dist_error(cmat , labels):

15 nmat = np.array(cmat)

16 numel = nmat.sum()

17

18 coords = np.array ([( int(x.split(’-’)[0]), int(x.split(’-’)[1])) for x in

labels ])

19

20 distmat = np.zeros((len(coords), len(coords)))

21 for i in range(len(coords)):

22 distmat[i] = np.sqrt(np.square(coords - coords[i]).sum(axis =1))

23

24 distmean = (distmat * nmat).sum() / numel

25 accuracy = (nmat.trace () * 1.0) / numel

26
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27 print(distmean , accuracy)

28

29 return (distmean , accuracy)

30

31

32 for site in [Path(x) for x in Path(config.path_data).iterdir () if x.is_dir ()]:

33 model_info = {

34 ’nbc’: {’name’: ’Naive Bayes Classifier ’},

35 ’svc’: {’name’: ’Support Vector Classifier ’},

36 ’dtc’: {’name’: ’Decision Tree Classifier ’},

37 ’rfc’: {’name’: ’Random Forest Classifier ’}

38 }

39

40 models = {

41 # ’nbc ’: GaussianNB ,

42 ’svc’: lambda: SVC(

43 cache_size =1000

44 ),

45 # ’dtc ’: DecisionTreeClassifier ,

46 ’rfc’: lambda: RandomForestClassifier(n_estimators =20)

47 }

48

49 print(site)

50

51 scoredir = Path(str(site).replace(config.path_data , config.path_scores))

52 modeldir = Path(str(site).replace(config.path_data , config.path_models))

53 if not scoredir.exists ():

54 scoredir.mkdir()

55 modeldir.mkdir()

56

57 hdf_files = site.glob(’*.h5’)

58

59 X, y, X_t , y_t = hdf.split_dataset(

60 hdf_files ,

61 0.2,

62 )

63

64 for model in models:

65 print(model , ’fitting ’)
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66 m = models[model ]()

67 m.fit(X, y)

68

69 dump(m, str(modeldir) + ’/%s.joblib ’ % (model))

70

71 print(model , ’fit complete ’)

72 continue

73

74 cmatplot = plot_confusion_matrix(m, X_t , y_t , cmap=plt.cm.Blues ,

values_format=’d’)

75 cmatplot.figure_.set_size_inches (80, 60)

76

77 cmat = cmatplot.confusion_matrix

78 (distmean , accuracy) = mean_dist_error(cmat , cmatplot.display_labels)

79

80 ax = cmatplot.ax_

81 ax.set_title(

82 ’Confusion Matrix of ’ + model_info[model][’name’] + ’ at

location ’ + site.stem +\

83 ’.\n’ + ’Mean error is %.2fcm , and Accuracy is %.2f%%.’ % (

distmean , 100* accuracy)

84 ,

85 fontsize =100)

86 ax.set_xlabel(’Predicted Label ’, fontsize =70)

87 ax.set_ylabel(’True Label ’, fontsize =70)

88 plt.savefig(str(scoredir) + ’/’ + model + ’.png’, dpi=100, fontsize

=70)

89 plt.close(’all’)

90 print(model , ’confusion matrix plotted.’)

Listing A.1: ’measure-scores.py’

1 # plot -availability.py

2

3 from pathlib import Path

4 import pandas as pd

5 from lib import plot

6 import config

7

8 for site in [Path(x) for x in Path(config.path_data).iterdir () if x.is_dir ()]:
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9

10 plotdir = Path(str(site).replace(config.path_data , config.path_plots))

11 if not plotdir.exists ():

12 plotdir.mkdir ()

13

14 for hdfFile in site.glob(’*.h5’):

15 print(hdfFile)

16

17 csi = pd.read_hdf(hdfFile , key=’all’)

18 csi_np = csi.to_numpy ()

19

20 plot.csi(csi_np ,

21 title=’%d CSI samples at location (%s,%s) on site %s.’ % (

22 csi.shape[0],

23 hdfFile.stem.split(’-’)[0],

24 hdfFile.stem.split(’-’)[1],

25 site.stem

26 ),

27 filepath=str(hdfFile).replace(config.path_data , config.path_plots

).replace(’.h5’, ’.png’)

28 )

Listing A.2: ’plot-availability.py’

1 # pre -process.py

2 ’’’

3 Pre -process

4 ===========

5

6 Convert .pcap files to hdf5

7 files. Acts on all sites in

8 config.path_pcap , except if

9 they are already in config.

10 path_data.

11 ’’’

12

13 from pathlib import Path

14 import pandas as pd

15 import numpy as np

16 from lib import pcap
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17 from lib import plot

18 import config

19

20 for site_pcap in [Path(x) for x in Path(config.path_pcap).iterdir () if x.is_dir ()

]:

21 site_hdf = Path(str(site_pcap).replace(config.path_pcap , config.path_data))

22 site_hdf_nonfil = Path(str(site_pcap).replace(config.path_pcap , config.

path_data) + ’-nonfil ’)

23

24 if not site_hdf.exists ():

25 site_hdf.mkdir()

26 site_hdf_nonfil.mkdir ()

27

28 for file_pcap in site_pcap.glob(’*.pcap’):

29 print(file_pcap)

30

31 csi = pd.DataFrame(pcap.read_csi(str(file_pcap)))

32

33 nullsubcarriers = [x+64 for x in [-64, -63, -62, -61, -60, -59, -1,

0, 1, 59, 60, 61, 62, 63]]

34 csi = csi.drop(columns=nullsubcarriers)

35

36 pilotsubcarriers = [x+64 for x in [11, 25, 53, -11, -25, -53]]

37 csi = csi.drop(columns=pilotsubcarriers)

38

39 csi[csi > 4000] = 0

40

41 file_hdf_unfil = str(file_pcap).replace(config.path_pcap , config.

path_data).replace(’.pcap’, ’.h5’)

42 file_hdf_unfil = file_hdf_unfil.replace(str(site_hdf), str(

site_hdf_nonfil))

43 csi.to_hdf(file_hdf_unfil , key=’all’)

44

45 # Calculate Distance from Mean of CSI

46 csi_distfrommean = ((csi - csi.mean())**2).sum(axis =1).sort_values(

ascending=True)

47

48 # Remove 1/3 of the samples based on distance from mean.

49 csi_fil = csi[csi.index.isin(csi_distfrommean [:8000]. index)]
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50

51 # Average every 4 consecutive samples.

52 csi_fil = csi_fil.groupby(np.arange(len(csi_fil))//4).mean()

53

54 file_hdf = str(file_pcap).replace(config.path_pcap , config.path_data)

.replace(’.pcap’, ’.h5’)

55 csi_fil.to_hdf(file_hdf , key=’all’)

56 else:

57 print(’Skipping existing location ’, site_hdf)

Listing A.3: ’pre-process.py’

1 sites = [

2 ’nlos -b’,

3 # ’los -a’

4 ]

5

6 path_pcap = ’../thesis -pcap’

7 path_data = ’../thesis -dataset ’

8 path_scores = ’../ thesis -scores ’

9 path_models = ’../ thesis -models ’

10 path_plots = ’../thesis -plots’

11

12 channel = 36

13 bandwidth = 40

14 macid = "34:e8:94:bd:e1:cc"

15

16 def confirm(name):

17 ’’’

18 Ask for confirmation before potentially

19 destructive activities.

20 ’’’

21 confirmation = input(’This overwrites data. Type %s to proceed: ’ % (name))

22 if confirmation != name:

23 print(’Exiting.’)

24 exit (0)

Listing A.4: ’config.py’

1 import pandas as pd

2 from sklearn.model_selection import train_test_split
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3

4 def read_dataset(hdf_files):

5 df_s = []

6 for hdf_file in hdf_files:

7 df = pd.read_hdf(hdf_file , key=’all’)

8 df[’loc’] = hdf_file.stem

9

10 df_s.append(df)

11

12 df = pd.concat(df_s)

13 return (df.drop(columns =[’loc’]), df[’loc’])

14

15

16 def split_dataset(hdf_files , ratio =0.2, random_state =32):

17 Xtrain_s , Xtest_s , ytrain_s , ytest_s = [], [], [], []

18 for hdf_file in hdf_files:

19 df = pd.read_hdf(hdf_file , key=’all’)

20 df[’loc’] = hdf_file.stem

21

22 X = df.drop(columns =[’loc’])

23 y = df[’loc’]

24

25 Xtrain , Xtest , ytrain , ytest = train_test_split(X, y,

26 test_size=ratio ,

27 shuffle=False ,

28 random_state=random_state

29 )

30

31 Xtrain_s.append(Xtrain)

32 ytrain_s.append(ytrain)

33 Xtest_s.append(Xtest)

34 ytest_s.append(ytest)

35

36 Xtrain = pd.concat(Xtrain_s)

37 ytrain = pd.concat(ytrain_s)

38 Xtest = pd.concat(Xtest_s)

39 ytest = pd.concat(ytest_s)

40
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41 return (Xtrain , ytrain , Xtest , ytest)

Listing A.5: ’lib/hdf.py’

1 ’’’

2 pcap

3 ====

4

5 Provides fast methods to read CSI data from .pcap files.

6 ’’’

7

8 __all__ = [

9 ’read_csi ’

10 ]

11

12 import os

13 import numpy as np

14

15 def _read_csi_next(pcapfile , csi_size):

16 """

17 Note: Designed for internal use only.

18

19 Parameters

20 ----------

21 pcapfile : File Object

22 csi_size : Expected length of CSI in bytes. NFFT * 4

23 """

24

25 # Read Frame Size

26 pcapfile.seek(8, os.SEEK_CUR)

27 frame_size = int.from_bytes(

28 pcapfile.read (4),

29 byteorder = ’little ’,

30 signed = False

31 )

32

33 # Skip some stuff

34 pcapfile.seek(56, os.SEEK_CUR)

35

36 # Read CSI data
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37 pcapfile.seek(8, os.SEEK_CUR)

38 csi = np.frombuffer(

39 pcapfile.read(csi_size),

40 dtype = np.int16 ,

41 count = int(csi_size / 2)

42 )

43

44 # Skip any zero -padding

45 pcapfile.seek(( frame_size - csi_size - 60), os.SEEK_CUR)

46

47 return csi

48

49 def read_csi(pcap_file_path):

50 """

51 Read CSI data from PCAP file.

52 Supports only 40MHz bandwidth ,

53 and only one Mac ID. You have

54 to remove null subcarriers

55 yourself.

56

57 Parameters

58 ----------

59 pcap_file_path : str

60 """

61

62 bandwidth = 40

63

64 NFFT = int(bandwidth * 3.2) # Number of channels in FFT

65 chunksize = 1024

66

67 csi = np.zeros((chunksize , NFFT * 2), dtype = ’int16’)

68

69 with open(pcap_file_path , ’rb’) as pcapfile:

70 filesize = os.stat(pcap_file_path).st_size

71 pcapfile.seek(24, os.SEEK_SET)

72

73 npackets = 0

74 while pcapfile.tell() < filesize:

75 if not (npackets % chunksize):
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76 csi = np.vstack ((csi , np.zeros((chunksize , NFFT * 2), dtype = ’

int16’)))

77

78 csi[npackets] = _read_csi_next(pcapfile , NFFT * 4)

79

80 npackets += 1

81

82 # Convert CSI complex numbers to Magnitude.

83 csi_converted = np.abs(

84 np.fft.fftshift(csi[:npackets , ::2] + 1.j * csi[:npackets , 1::2], axes

=(1,))

85 )

86

87 return csi_converted

Listing A.6: ’lib/pcap.py’

1 ’’’

2 plot

3 ====

4

5 Provides convenient plotting methods for CSI analysis.

6

7 hist : Plot histograms.

8 csi : Efficiently plot one or more CSI samples.

9 multiple : Efficiently plot multiple lines in one plot.

10 ’’’

11

12 __author__ = ’Aravind Reddy V’

13 __email__ = ’aravind.reddy@iiitb.org’

14 __copyright__ = ’Copyright 2020, Aravind Reddy V’

15 __license__ = ’MIT’

16

17

18 __all__ = [

19 ’hist’,

20 ’csi’,

21 ’multiple ’,

22 ’simple ’

23 ]
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24

25 import numpy as np

26 import pandas as pd

27 from matplotlib import pyplot as plt

28 from matplotlib.collections import LineCollection

29

30 def simple(y):

31 ’’’

32 Plotting tool for simple data.

33

34 The hope is, you’d never plot this way.

35 So no saveplot functionality is provided.

36 ’’’

37 x = np.arange(0, y.size)

38 x = x - 64

39

40 fig , ax = plt.subplots ()

41

42 fig.set_size_inches (16, 10)

43

44 ax.set_xlabel("Subcarrier", fontsize =20)

45 ax.set_ylabel("Amplitude", fontsize =20)

46 ax.tick_params(axis=’both’, which=’major’, labelsize =16)

47 ax.tick_params(axis=’both’, which=’minor’, labelsize =18)

48 ax.set_title(’CSI’, fontsize =20)

49

50 ax.plot(x, y)

51

52 plt.autoscale(enable=True , axis=’both’, tight=None)

53 plt.savefig(’./ simple.png’)

54 plt.close(’all’)

55

56 def hist(data , title , savepath , nbins =100):

57 ’’’

58 Plot a histogram of given data.

59

60 Parameters

61 ----------

62 data : Row vector of ints.
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63 ’’’

64 plt.hist(data , align=’mid’, bins=nbins)

65

66 plt.title(title)

67 plt.savefig(savepath , dpi=100, fontsize =20)

68 plt.close(’all’)

69

70 def multiple(x, ys, title , savepath , xlabel , ylabel):

71 ’’’

72 Efficiently plot several lines in one plot.

73 ’’’

74

75 lines = LineCollection ([np.column_stack ([x, y]) for y in ys])

76 lines.set_array(x)

77

78 fig , ax = plt.subplots ()

79 fig.set_size_inches (16, 10)

80

81 ax.add_collection(lines)

82 ax.set_xlim(np.min(x), np.max(x))

83 ax.set_ylim(np.min(ys), np.max(ys))

84 ax.set_xlabel(xlabel , fontsize =20)

85 ax.set_ylabel(ylabel , fontsize =20)

86 ax.tick_params(axis=’both’, which=’major’, labelsize =16)

87 ax.tick_params(axis=’both’, which=’minor’, labelsize =18)

88 ax.set_title(’2000 CSI samples ’, fontsize =20)

89

90 # nullsubcarriers = [-64, -63, -62, -61, -60, -59, -1, 0, 1, 59, 60, 61, 62,

63]

91 # for ns in nullsubcarriers [: -1]:

92 # plt.axvline(x=ns, c=’r’)

93 # plt.axvline(x=nullsubcarriers [-1], label=’Null Subcarriers ’, c=’r ’)

94

95 # pilotsubcarriers = [11, 25, 53, -11, -25, -53]

96 # for ps in pilotsubcarriers [: -1]:

97 # plt.axvline(x=ps, c=’k’)

98 # plt.axvline(x=pilotsubcarriers [-1], label=’Pilot Subcarriers ’, c=’k’)

99

100 # plt.legend(loc=’upper right ’, fontsize =18)
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101

102 plt.savefig(savepath , dpi=100, fontsize =20)

103 plt.close(’all’)

104

105 def csi(data , title , filepath):

106 ’’’

107 Efficiently plot several CSI samples in one plot.

108

109 Parameters

110 ----------

111 data : Should be a numpy array of dim (m, NFFT), and m >= 1.

112

113 Examples

114 --------

115 >>> import plot

116 >>> plot.csi(csi , ’CSI data ’, ’./csi.png ’)

117 >>> plot.csi(np.array ([csi [0]]) , ’Single CSI sample ’, ’./csi.png ’)

118 ’’’

119 nfft = int(data.shape [1])

120

121 x = np.arange(-1 * nfft/2, nfft /2)

122

123 multiple(x, data , title , filepath , xlabel="Sub -carrier", ylabel="Amplitude")

124

125 def crossvalidation(df, model , title , filepath):

126

127 ax = df.plot(

128 colormap=’jet’,

129 title=title ,

130 fontsize =20,

131 figsize =(16, 10),

132 y=[’original order’, ’sorted ’]

133 )

134

135 ax.set_title(title , fontsize =20)

136 ax.set_xlabel(’Index of AP’, fontsize =20)

137 ax.set_ylabel(’Crossvalidated Accuracy ’, fontsize =18)

138 ax.tick_params(axis=’both’, which=’major’, labelsize =16)

139 ax.tick_params(axis=’both’, which=’minor’, labelsize =18)
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140

141 ax.legend(prop={’size’: 20})

142

143 plt.gca().lines [0]. set_alpha (0.3)

144

145 plt.autoscale(enable=True , axis=’both’, tight=None)

146 plt.savefig(filepath)

147 plt.close(’all’)

148

149 def stat(statistic , title , filepath , xmin=20, xmax =100):

150 statistic[’trainpercent ’] = range(1, 100)

151 cropped = statistic[statistic[’trainpercent ’].isin(range(xmin , xmax +1))]

152

153 ax = cropped.plot(

154 x=’trainpercent ’,

155 y=[’nbc’, ’svc’, ’dtc’, ’rfc’],

156 colormap=’jet’,

157 title=title ,

158 fontsize =20,

159 figsize =(16, 10)

160 )

161

162 ax.set_title(title , fontsize =20)

163 ax.set_xlabel(’Percentage of Dataset used for Training ’, fontsize =20)

164 ax.set_ylabel(’Accuracy ’, fontsize =20)

165 ax.tick_params(axis=’both’, which=’major’, labelsize =16)

166 ax.tick_params(axis=’both’, which=’minor’, labelsize =18)

167 ax.legend(prop={’size’: 20})

168

169 if title==’Standard Deviation ’:

170 ax.set_ylabel(’Standard Deviation of Accuracy ’, fontsize =20)

171

172 plt.autoscale(enable=True , axis=’both’, tight=None)

173 plt.savefig(filepath)

174 plt.close(’all’)

Listing A.7: ’lib/plot.py’


